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ABSTRACT

The School Expenditure Budget Plan or RAPBS is the pillar of school management for allocating the revenue budget and use of school funds to meet all school needs for one year. However, there are problems that occur in the management of the RAPBS, namely the difficulty of grouping the RAPBS data annually, making it difficult to predict the budget for the coming year. This research was conducted to study and implement the Multiple Linear Regression algorithm in predicting the value of data on income and expenditure budget plans which are a reference in planning future budgets. To support predictions of planned school budgets and income, BUMS data, Aid data, School Program Cost data, Original School Revenue data, Other Sources data, and Total Budget data are used. The prediction system method used consists of the planning stage, the analysis stage, the modeling stage, interface design, and implementation using the PHP and MySQL programming languages for database management and system testing and analysis. The results of testing the data analysis using the multiple linear regression method with SPSS software have a 100% result according to the manual calculations performed.
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1. INTRODUCTION

Education cannot be carried out alone without funding, and financing is needed to optimize the use of all aspects and resources in the teaching and learning process to achieve educational goals. Proper management of educational finances is the key to supporting the success of the educational goals themselves. There are three main problems in managing education finances, including financing regarding where to get funding sources, budgeting how to channel education funds, and accountability in the way the budget is used and accountability obtained. Permendikbud Number 06 of 2021 discusses “Technical Instructions for Managing Regular School Operational Assistance Funds” [1]. The School Revenue Budget Plan or RAPBS is the pillar of school management for allocating the revenue budget and using school funds to meet all school needs for one year.

The RAPBS includes the budgeting of funds for teaching and learning activities, school development, school renovation, and school facilities needed. Based on these needs, the RAPBS needs to be prepared in such a way that the budget allocation can optimally meet school needs. The function of the RAPBS is to plan the receipt and disbursement of school/madrasah funds so that they
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can be properly controlled. The contents of the RAPBS itself include the revenue budget and expenditure budget [2]. This budget data becomes the development of the school. If the RAPBS data has increased, it will make the school have good development. But on the contrary, if the RAPBS data on expenditure data is greater than the income data, it can be ascertained that the development of the school is not good. Therefore, to find out the development of a good or bad school, a budget prediction is needed which will be the initial picture for the upcoming RAPBS [3].

There are several researches on predicting income and expenditure budget plans, such as predicting the next year's APBD data using the K-Means Algorithm method. The results of the analysis can predict the following year's data. Researched that for APBD the K-Means clustering method produces an analysis that can produce a good classification but by using 3 centroids [4] [5].

From these several studies it can be concluded that to predict the RAPBS data, clustering must be used first in order to facilitate the management of RAPBS data [6]. Therefore, to strengthen the prediction of future budget values, use the forecasting method to predict future RAPBS data based on time series [7] [8]. The forecasting method has its own advantages in forecasting the future, namely taking into account the latest developments in the environment and internal information, and consistently and objectively considering the amount of information or data at once [9]. Where there are advantages, there are also disadvantages, namely biased forecasts and questionable accuracy, and quantitative data cannot be obtained only as well as the data entered [10]. This forecasting method is the right choice in this study because it predicts the value of future income and expenditure budget plans whose predictions are in the form of the value of the budget [11]. To support the Multiple Linear Regression Algorithm in predicting the budget [12]. This multiple linear regression method has the advantage of being a fairly simple method, but still producing maximum results and being able to identify how strong the influence is exerted by the independent variable on the dependent variable and being able to predict data in the future [13] [14]. On the other hand, there is a weakness of this method, namely the prediction results which are estimated values, so that the possibility does not match the actual data [15]. The multiple linear regression method is used here to support the estimated analysis of the predicted budget value under study [16] [17].

Therefore, in this study the authors will try to apply a multiple linear regression algorithm to predict the value of future budget plans. The results of the analysis can predict the next year's data. To predict the planned value of the income and expenditure budget in the future, the prediction is in the form of a budget value. To support the Multiple Linear Regression Algorithm in predicting the budget.

2. RESEARCH METHOD

Knowledge-based management planning is a data analysis process that is processed to become a support in all other subsystems acting as a main component in the system to be processed. The design of knowledge-based management is the calculation of multiple linear regression algorithms in predicting the future RAPBS. In calculating the multiple linear regression algorithm there are the following steps:

2.1. Determining Multiple Linear Regression Variables

This stage is the initial stage in the calculation of the multiple linear regression method to determine the dependent variable and independent variable [18]. The dependent variable, namely the dependent variable, is denoted by Y, while the independent variable is denoted by X [19]. At this stage, five independent variables are used and one dependent variable is used. In this study, the independent variables were grouped, namely BUMS, Aid, School Program Fees, School Original Income and Other Sources. As for the dependent variable, namely the total budget.
2.2. Forming a Multiple Linear Regression Equation Model

At this stage a new multiple linear regression equation model will be formed using the independent variables that have been determined in the previous stage [20] [21]. The form of the new multiple linear regression equation is as follows:

\[ Y = a + b_1X_1 + b_2X_2 + b_3X_3 + b_4X_4 + b_5X_5 \] (1)

Information:

\( Y \) = Dependent Variable (predicted value)
\( a \) = Constant
\( b(1-5) \) = Regression coefficient
\( X(1-5) \) = Independent Variable

This study uses five independent variables that form a multiple linear regression equation formula above in formula (1). To form the formula, the following calculation steps are needed:

1. Finding Constants (a) and Coefficients (b)

In the multiple linear regression equation model above, the constants and regression coefficients are unknown. the constants in the multiple linear regression equation model are denoted by a, while the coefficients are denoted by b [22]. To find the constants and coefficients of the multiple linear regression equation model, you need the following matrix formula:

\[
\begin{bmatrix}
N \\
\sum X_1 \\
\sum X_2 \\
\sum X_3 \\
\sum X_4 \\
\sum X_5
\end{bmatrix}
\begin{bmatrix}
\sum Y \\
\sum(YX_1) \\
\sum(YX_2) \\
\sum(YX_3) \\
\sum(YX_4) \\
\sum(YX_5)
\end{bmatrix}
= \begin{bmatrix}
a \\
b_1 \\
b_2 \\
b_3 \\
b_4 \\
b_5
\end{bmatrix}
\] (2) [18]

\[
b = \begin{bmatrix}
a \\
b_1 \\
b_2 \\
b_3 \\
b_4 \\
b_5
\end{bmatrix}
\] (3)

\[H = \begin{bmatrix}
\sum Y \\
\sum(YX_1) \\
\sum(YX_2) \\
\sum(YX_3) \\
\sum(YX_4) \\
\sum(YX_5)
\end{bmatrix}
\] (4)

Information:
A = Matrix A
b = column vector (which is not yet known, namely the constants and coefficients)
H = column vector (which is already known)

From the basic matrix formula above, it will be combined into formula equation 5:

\[
\begin{bmatrix}
N \\
\sum X_1 \\
\sum X_2 \\
\sum X_3 \\
\sum X_4 \\
\sum X_5
\end{bmatrix}
\begin{bmatrix}
\sum Y \\
\sum(YX_1) \\
\sum(YX_2) \\
\sum(YX_3) \\
\sum(YX_4) \\
\sum(YX_5)
\end{bmatrix}
= \begin{bmatrix}
a \\
b_1 \\
b_2 \\
b_3 \\
b_4 \\
b_5
\end{bmatrix}
\] (5)

Information:
On the basis of formula (5) is used to form the formulation of matrices A0, A1, A2, A3, A4, A5. The matrices A0, A1, A2, A3, A4, A5 are the matrices used to determine the constants (a) and regression coefficients (b) contained in the equation of the multiple linear regression formula. Here's the matrix A0, A1, A2, A3, A4, A5:

\[
A_0 = \begin{bmatrix}
\sum Y & \sum X_1 & \sum X_2 & \sum X_3 & \sum X_4 & \sum X_5 \\
\sum (X_1, Y) & \sum (X_1, X_1) & \sum (X_1, X_2) & \sum (X_1, X_3) & \sum (X_1, X_4) & \sum (X_1, X_5) \\
\sum (X_2, Y) & \sum (X_2, X_1) & \sum (X_2, X_2) & \sum (X_2, X_3) & \sum (X_2, X_4) & \sum (X_2, X_5) \\
\sum (X_3, Y) & \sum (X_3, X_1) & \sum (X_3, X_2) & \sum (X_3, X_3) & \sum (X_3, X_4) & \sum (X_3, X_5) \\
\sum (X_4, Y) & \sum (X_4, X_1) & \sum (X_4, X_2) & \sum (X_4, X_3) & \sum (X_4, X_4) & \sum (X_4, X_5) \\
\sum (X_5, Y) & \sum (X_5, X_1) & \sum (X_5, X_2) & \sum (X_5, X_3) & \sum (X_5, X_4) & \sum (X_5, X_5)
\end{bmatrix}
\]

\[ (6) \]

\[
A_1 = \begin{bmatrix}
\sum Y & \sum X_2 & \sum X_3 & \sum X_4 & \sum X_5 \\
\sum (X_1, Y) & \sum (X_1, X_2) & \sum (X_1, X_3) & \sum (X_1, X_4) & \sum (X_1, X_5) \\
\sum (X_2, Y) & \sum (X_2, X_2) & \sum (X_2, X_3) & \sum (X_2, X_4) & \sum (X_2, X_5) \\
\sum (X_3, Y) & \sum (X_3, X_2) & \sum (X_3, X_3) & \sum (X_3, X_4) & \sum (X_3, X_5) \\
\sum (X_4, Y) & \sum (X_4, X_2) & \sum (X_4, X_3) & \sum (X_4, X_4) & \sum (X_4, X_5) \\
\sum (X_5, Y) & \sum (X_5, X_2) & \sum (X_5, X_3) & \sum (X_5, X_4) & \sum (X_5, X_5)
\end{bmatrix}
\]

\[ (7) \]

\[
A_2 = \begin{bmatrix}
\sum Y & \sum X_3 & \sum X_4 & \sum X_5 \\
\sum (X_1, Y) & \sum (X_1, X_3) & \sum (X_1, X_4) & \sum (X_1, X_5) \\
\sum (X_2, Y) & \sum (X_2, X_3) & \sum (X_2, X_4) & \sum (X_2, X_5) \\
\sum (X_3, Y) & \sum (X_3, X_3) & \sum (X_3, X_4) & \sum (X_3, X_5) \\
\sum (X_4, Y) & \sum (X_4, X_3) & \sum (X_4, X_4) & \sum (X_4, X_5) \\
\sum (X_5, Y) & \sum (X_5, X_3) & \sum (X_5, X_4) & \sum (X_5, X_5)
\end{bmatrix}
\]

\[ (8) \]

\[
A_3 = \begin{bmatrix}
\sum Y & \sum X_4 & \sum X_5 \\
\sum (X_1, Y) & \sum (X_1, X_4) & \sum (X_1, X_5) \\
\sum (X_2, Y) & \sum (X_2, X_4) & \sum (X_2, X_5) \\
\sum (X_3, Y) & \sum (X_3, X_4) & \sum (X_3, X_5) \\
\sum (X_4, Y) & \sum (X_4, X_4) & \sum (X_4, X_5) \\
\sum (X_5, Y) & \sum (X_5, X_4) & \sum (X_5, X_5)
\end{bmatrix}
\]

\[ (9) \]

\[
A_4 = \begin{bmatrix}
\sum Y & \sum X_5 \\
\sum (X_1, Y) & \sum (X_1, X_5) \\
\sum (X_2, Y) & \sum (X_2, X_5) \\
\sum (X_3, Y) & \sum (X_3, X_5) \\
\sum (X_4, Y) & \sum (X_4, X_5) \\
\sum (X_5, Y) & \sum (X_5, X_5)
\end{bmatrix}
\]

\[ (10) \]

\[
A_5 = \begin{bmatrix}
\sum Y \\
\sum (X_1, Y) \\
\sum (X_2, Y) \\
\sum (X_3, Y) \\
\sum (X_4, Y) \\
\sum (X_5, Y)
\end{bmatrix}
\]

\[ (11) \]

Information :

\[ A_0 \] = is an AO matrix to find constants (a)
\[ A_{(1-5)} \] = is the A matrix to find the coefficient (b)

After the matrix is determined, the next calculation is to determine the constants and regression coefficients, namely calculating the matrix determination A, A0, A1, A2, A3, A4 and A5. Calculation of the determinant of the matrix is used in the application of multiple linear regression because the resulting matrix has an order of 3x3 or more. The 3x3 order can be calculated using the cofactor method. In the case of the research data, the application of the matrix determinant formula
using the cofactor method results in the calculation of $\det(A)$, $\det(A0)$, $\det(A1)$, $\det(A2)$, $\det(A3)$, $\det(A4)$ and $\det(A5)$. The results of calculating the determinants of the matrix become the final result for determining the constants and coefficients of multiple linear regression. The formula for calculating constants (a) and coefficients (b) is as follows:

$$a = \frac{\det(A0)}{\det(A)} \quad (12)$$

$$b_1 = \frac{\det(A1)}{\det(A)} \quad (13)$$

$$b_2 = \frac{\det(A2)}{\det(A)} \quad (14)$$

$$b_3 = \frac{\det(A3)}{\det(A)} \quad (15)$$

$$b_4 = \frac{\det(A4)}{\det(A)} \quad (16)$$

$$b_5 = \frac{\det(A5)}{\det(A)} \quad (17)$$

The formula above will produce a new multiple linear regression equation model which can be used as a reference in the research being conducted.

3. RESULTS AND DISCUSSION

The research data was collected using RAPBS sample data from SMP Muh 3 Yogyakarta with a period of 4 years back (2017-2021) obtained through an internship at PDM Yogyakarta city. The results of data collection are described in tables which are classified into several groups according to the type of data that you want to use for research, namely there are several attributes that are included, namely the date attribute, the BUMS attribute, the Assistance attribute, the School Program Cost attribute, the School Original Income attribute, the Other Sources attribute and attribute Total Budget. An example of RAPBS data for SMP Muh 3 Yogyakarta can be seen in Table 1.

**Table 1 School RAPBS data**

<table>
<thead>
<tr>
<th>No</th>
<th>Date</th>
<th>BUMS</th>
<th>Donation</th>
<th>School Program Fees Sekolah</th>
<th>School Original Income</th>
<th>Other Source</th>
<th>Total Budget</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Juli 2017</td>
<td>67.900.000</td>
<td>327.899.378</td>
<td>897.599.378</td>
<td>67.900.000</td>
<td>1.361.298.756</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Agustus 2017</td>
<td>146.800.000</td>
<td>310.974.378</td>
<td>720.349.378</td>
<td>10.000.000</td>
<td>1.188.123.756</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Sep-17</td>
<td>10.000.000</td>
<td>918.399.378</td>
<td>870.349.378</td>
<td>10.000.000</td>
<td>1.808.748.756</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Oktober 2017</td>
<td>10.000.000</td>
<td>414.449.378</td>
<td>219.349.378</td>
<td>10.000.000</td>
<td>653.798.756</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>Maret 2021</td>
<td>263.140.000</td>
<td>713.772.000</td>
<td>156.000.000</td>
<td>850.000</td>
<td>1.133.762.000</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>Apr-21</td>
<td>22.900.000</td>
<td>418.282.000</td>
<td>156.000.000</td>
<td>850.000</td>
<td>598.032.000</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Mei 2021</td>
<td>22.900.000</td>
<td>940.747.000</td>
<td>156.000.000</td>
<td>850.000</td>
<td>1.120.497.000</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>Juni 2021</td>
<td>828.270.000</td>
<td>653.259.500</td>
<td>156.000.000</td>
<td>850.000</td>
<td>1.638.379.500</td>
<td></td>
</tr>
<tr>
<td>JUMLAH</td>
<td>28.700.000</td>
<td>5.538.996.508</td>
<td>24.200.333.036</td>
<td>18.455.442.536</td>
<td>1.391.717.408</td>
<td>49.615.189.488</td>
<td></td>
</tr>
</tbody>
</table>

**Determining Multiple Linear Regression independent Variables**

The first stage in the calculation of the multiple linear regression method is to determine the dependent variable and independent variable. The dependent variable, namely the dependent variable that binds the independent (independent) variable, is denoted by $Y$, while the independent variable is the independent variable, denoted by $X$. The variable data below is a grouping of data according to the variables, which can be seen in Table 2.

**Table 2 Data Variables**

<table>
<thead>
<tr>
<th>Variabel</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>BUMS</td>
</tr>
<tr>
<td>X2</td>
<td>Donation</td>
</tr>
<tr>
<td>X3</td>
<td>School Program Fees</td>
</tr>
<tr>
<td>X4</td>
<td>Original School Income</td>
</tr>
</tbody>
</table>

**Prediction of Planning Value School Shopping Income Budget with MLP (Cahyani Hana Bestari)**
After grouping the variables used, the calculation process is carried out as follows by simplifying the complete data in Table 1, simplified by dividing 10 million per available data. This simplification is carried out in order to simplify the process of calculating multiple linear regression.

Table 3 RAPBS Data Simplification

<table>
<thead>
<tr>
<th>No</th>
<th>Date</th>
<th>BUMS (X1)</th>
<th>Donation (X2)</th>
<th>School Program Fees (X2)</th>
<th>Original School Income (X3)</th>
<th>Other Source (X5)</th>
<th>Total Budget (Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Juli 17</td>
<td>-</td>
<td>6.79</td>
<td>32.79</td>
<td>89.76</td>
<td>6.79</td>
<td>136.13</td>
</tr>
<tr>
<td>2</td>
<td>Agustus 2017</td>
<td>-</td>
<td>14.68</td>
<td>31.09</td>
<td>72.03</td>
<td>1.00</td>
<td>118.81</td>
</tr>
<tr>
<td>3</td>
<td>Sep-17</td>
<td>-</td>
<td>1.00</td>
<td>91.84</td>
<td>87.03</td>
<td>1.00</td>
<td>180.87</td>
</tr>
<tr>
<td>4</td>
<td>Oktober 2017</td>
<td>-</td>
<td>1.00</td>
<td>41.44</td>
<td>21.93</td>
<td>1.00</td>
<td>65.38</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>45</td>
<td>Maret 2021</td>
<td>-</td>
<td>26.314</td>
<td>71.38</td>
<td>15.60</td>
<td>0.09</td>
<td>113.38</td>
</tr>
<tr>
<td>46</td>
<td>April-21</td>
<td>-</td>
<td>2.29</td>
<td>41.83</td>
<td>15.60</td>
<td>0.09</td>
<td>59.80</td>
</tr>
<tr>
<td>47</td>
<td>Mei 2021</td>
<td>-</td>
<td>2.29</td>
<td>94.07</td>
<td>15.60</td>
<td>0.09</td>
<td>112.05</td>
</tr>
<tr>
<td>48</td>
<td>Juni 2021</td>
<td>-</td>
<td>82.827</td>
<td>65.33</td>
<td>15.60</td>
<td>0.09</td>
<td>163.84</td>
</tr>
<tr>
<td>Jumlah</td>
<td>2.87</td>
<td>553.90</td>
<td>2,420.03</td>
<td>1,845.54</td>
<td>139.17</td>
<td>4,961.52</td>
<td></td>
</tr>
</tbody>
</table>

Forming a New Multiple Linear Regression Equation Formula Model

This stage will form a new multiple linear regression equation according to the equation formula (1). The following are the steps for applying the multiple linear regression calculation formula to form a new multiple linear regression equation which becomes a benchmark in the application of the system to be created.

In this study using more than two independent variables, so the value of the constants and regression variables for each independent variable can be obtained using the determinant matrix. The following research data obtained has 5 equations with 5 independent variables whose values are unknown, therefore constants (a) and coefficients (b1, b2, b3, b4, and b5) will be processed to find out their values using these equations. The following is the result of calculating the application of formula (5) which has been processed in the matrix formulas (6), (7), (8), (9), (10), and (11) which will produce matrices A, A0, A1, A2, A3, A4, and A5 for calculating the determinant of the matrix. The steps for the calculation are as follows:

The initial step in the formula part (2) must determine the calculation of X12, X1(X2- X5), X22, X2(X3-X4). The following are the results and total formula calculations that were obtained from July 2017 to June 2021. Can be seen in Table 4.

Table 4 Matrix (2) formula calculation

<table>
<thead>
<tr>
<th>Date</th>
<th>X1X1</th>
<th>X1X2</th>
<th>X1X3</th>
<th>X1X4</th>
<th>X1X5</th>
<th>X2X2</th>
<th>X2X3</th>
<th>X2X4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Juli 2017</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>46.10</td>
<td>222.64</td>
<td>609.48</td>
</tr>
<tr>
<td>Agustus 2017</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>215.50</td>
<td>456.51</td>
<td>1057.47</td>
</tr>
<tr>
<td>Sep-17</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>91.84</td>
<td>87.03</td>
</tr>
<tr>
<td>Oktober 2017</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>41.44</td>
<td>21.93</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Maret 2021</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>692.43</td>
<td>1878.22</td>
<td>410.50</td>
</tr>
<tr>
<td>April-21</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.24</td>
<td>95.79</td>
<td>35.72</td>
</tr>
<tr>
<td>Mei 2021</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.24</td>
<td>215.43</td>
<td>35.72</td>
</tr>
<tr>
<td>Juni 2021</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6,860.31</td>
<td>5,410.75</td>
<td>1,292.10</td>
</tr>
<tr>
<td>Jumlah</td>
<td>4.38</td>
<td>2.45</td>
<td>141.69</td>
<td>82.38</td>
<td>0.67</td>
<td>21,909.88</td>
<td>33,314.01</td>
<td>32,129.76</td>
</tr>
</tbody>
</table>

The initial step in part 2 of the formula should determine the calculations X2X5), X32, X3(X4-X5), X42, X4X5, and X52. The following are the results and total formula calculations that were obtained from July 2017 to June 2021. Can be seen in Table 5.

Table 5 Matrix (3) formula calculation

<table>
<thead>
<tr>
<th>Date</th>
<th>X2X5</th>
<th>X3X3</th>
<th>X3X4</th>
<th>X3X5</th>
<th>X4X4</th>
<th>X4X5</th>
<th>X5X5</th>
<th>X2X5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Juli 2017</td>
<td>46.10</td>
<td>1.075.18</td>
<td>2,943.22</td>
<td>2,22.64</td>
<td>8.056.85</td>
<td>609.47</td>
<td>46.10</td>
<td>46.10</td>
</tr>
</tbody>
</table>
Next, the calculation of the H matrix contained in formula (4) is carried out, namely the calculation of $X_1Y$, $X_2Y$, $X_3Y$, $X_4Y$, $X_5Y$. The following are the results and total formula calculations that were obtained from July 2017 to June 2021. Can be seen in Table 6.

**Table 6 Matrix (4) formula calculation**

<table>
<thead>
<tr>
<th>No</th>
<th>Date</th>
<th>YX1</th>
<th>YX2</th>
<th>YX3</th>
<th>YX4</th>
<th>YX5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Juli 2017</td>
<td>924.32</td>
<td>4.463,69</td>
<td>12.219,01</td>
<td>924.32</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Agustus 2017</td>
<td>1.744,17</td>
<td>3.694,76</td>
<td>8.558,64</td>
<td>118.81</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Sep-17</td>
<td>180,87</td>
<td>16.611,54</td>
<td>15.742,43</td>
<td>180,87</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Oktober 2017</td>
<td>65,38</td>
<td>2.709,66</td>
<td>1.434,10</td>
<td>65,38</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>Maret 2021</td>
<td>2.983,38</td>
<td>8.092,48</td>
<td>1.768,67</td>
<td>9,64</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>Apr-21</td>
<td>136,95</td>
<td>2.501,46</td>
<td>932,93</td>
<td>5,08</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Mei 2021</td>
<td>256,59</td>
<td>10.541,04</td>
<td>1.747,98</td>
<td>9,52</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>Juni 2021</td>
<td>13.570,21</td>
<td>10.702,87</td>
<td>2.555,87</td>
<td>13,93</td>
<td></td>
</tr>
<tr>
<td>JUMLAH</td>
<td>231,58</td>
<td>90.943,42</td>
<td>303.504,51</td>
<td>325.393,28</td>
<td>29.020,44</td>
<td></td>
</tr>
</tbody>
</table>

In Table 3 it will be applied to the calculation of the H value used in the calculation of the matrix which is a column vector. This H value formula will be processed into the matrix formula A0, A1, A2, A3, A4, A5. The H value table is the result of calculating formula (4) in Table 7.

**Table 7 H Value**

<table>
<thead>
<tr>
<th>NO</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma Y$</td>
<td>4.961,52</td>
</tr>
<tr>
<td>$\Sigma (X_iY)$</td>
<td>231,58</td>
</tr>
<tr>
<td>$\Sigma (X_2Y)$</td>
<td>90.943,42</td>
</tr>
<tr>
<td>$\Sigma (X_3Y)$</td>
<td>303.504,51</td>
</tr>
<tr>
<td>$\Sigma (X_4Y)$</td>
<td>325.393,28</td>
</tr>
<tr>
<td>$\Sigma (X_5Y)$</td>
<td>29.020,44</td>
</tr>
</tbody>
</table>

Once the value of H is known, it can be entered into the calculation matrix A0, A1, A2, A3, A4. The following is the entire matrix obtained, namely there are matrices A, A0, A1, A2, A3, A4, A5 which are in Table 8 to Table 14.

**Table 8 Matrix A**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>48</td>
<td>2,87</td>
<td>553,90</td>
</tr>
<tr>
<td>2,87</td>
<td>4,38</td>
<td>2,45</td>
<td>141,69</td>
</tr>
<tr>
<td>553,90</td>
<td>2,45</td>
<td>21.909,88</td>
<td>33.314,01</td>
</tr>
<tr>
<td>2.420,03</td>
<td>141,69</td>
<td>33.314,01</td>
<td>146.901,14</td>
</tr>
<tr>
<td>1.845,54</td>
<td>82,38</td>
<td>32.129,76</td>
<td>113.685,61</td>
</tr>
<tr>
<td>139,17</td>
<td>0,67</td>
<td>3.587,31</td>
<td>9.462,05</td>
</tr>
</tbody>
</table>

**Table 9 Matrix A0**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>4.961,52</td>
<td>2,87</td>
<td>553,90</td>
</tr>
<tr>
<td>2,87</td>
<td>4,38</td>
<td>2,45</td>
<td>141,69</td>
</tr>
<tr>
<td>4.961,52</td>
<td>2,87</td>
<td>553,90</td>
<td>2.420,03</td>
</tr>
<tr>
<td>231,58</td>
<td>4,38</td>
<td>2,45</td>
<td>141,69</td>
</tr>
<tr>
<td>303.504,51</td>
<td>141,69</td>
<td>33.314,01</td>
<td>146.901,14</td>
</tr>
<tr>
<td>325.393,28</td>
<td>82,38</td>
<td>32.129,76</td>
<td>113.685,61</td>
</tr>
<tr>
<td>29.020,44</td>
<td>0,67</td>
<td>3.587,31</td>
<td>9.462,05</td>
</tr>
</tbody>
</table>
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The matrix tables above are the results of matrix calculations which produce six matrices, namely matrices A, A0, A1, A2, A3, A4, A5. From this matrix, it is possible to calculate the determinants of the matrix, namely Det(A), Det(A0), Det(A1), Det(A2), Det(A3), Det(A4) and Det(A5). The following are the results of the calculation of the matrix determinants obtained from calculations using the matrix determinant formula in excel which are listed in Table 15.

<table>
<thead>
<tr>
<th>Table 10 Matrix A1</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
</tr>
<tr>
<td>48</td>
</tr>
<tr>
<td>4.961,52</td>
</tr>
<tr>
<td>553,90</td>
</tr>
<tr>
<td>2.420,03</td>
</tr>
<tr>
<td>1.845.54</td>
</tr>
<tr>
<td>139,17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 11 Matrix A2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
</tr>
<tr>
<td>48</td>
</tr>
<tr>
<td>4.961,52</td>
</tr>
<tr>
<td>553,90</td>
</tr>
<tr>
<td>2.420,03</td>
</tr>
<tr>
<td>1.845.54</td>
</tr>
<tr>
<td>139,17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 12 Matrix A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
</tr>
<tr>
<td>48</td>
</tr>
<tr>
<td>4.961,52</td>
</tr>
<tr>
<td>553,90</td>
</tr>
<tr>
<td>2.420,03</td>
</tr>
<tr>
<td>1.845.54</td>
</tr>
<tr>
<td>139,17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 13 Matrix A4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4</td>
</tr>
<tr>
<td>48</td>
</tr>
<tr>
<td>4.961,52</td>
</tr>
<tr>
<td>553,90</td>
</tr>
<tr>
<td>2.420,03</td>
</tr>
<tr>
<td>1.845.54</td>
</tr>
<tr>
<td>139,17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 14 Matrix A5</th>
</tr>
</thead>
<tbody>
<tr>
<td>A5</td>
</tr>
<tr>
<td>48</td>
</tr>
<tr>
<td>4.961,52</td>
</tr>
<tr>
<td>553,90</td>
</tr>
<tr>
<td>2.420,03</td>
</tr>
<tr>
<td>1.845.54</td>
</tr>
<tr>
<td>139,17</td>
</tr>
</tbody>
</table>

The matrix tables above are the results of matrix calculations which produce six matrices, namely matrices A, A0, A1, A2, A3, A4, A5. From this matrix, it is possible to calculate the determinants of the matrix, namely Det(A), Det(A0), Det(A1), Det(A2), Det(A3), Det(A4) and Det(A5). The following are the results of the calculation of the matrix determinants obtained from calculations using the matrix determinant formula in excel which are listed in Table 15.

<table>
<thead>
<tr>
<th>Table 15 Determinant Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Det A</td>
</tr>
<tr>
<td>25.143.095.708.547.500.000</td>
</tr>
<tr>
<td>Det A0</td>
</tr>
<tr>
<td>25.143.095.708.547.500.000</td>
</tr>
<tr>
<td>Det A1</td>
</tr>
<tr>
<td>25.143.095.708.547.500.000</td>
</tr>
<tr>
<td>Det A2</td>
</tr>
<tr>
<td>25.143.095.708.547.500.000</td>
</tr>
<tr>
<td>Det A3</td>
</tr>
<tr>
<td>25.143.095.708.547.500.000</td>
</tr>
<tr>
<td>Det A4</td>
</tr>
<tr>
<td>25.143.095.708.547.500.000</td>
</tr>
<tr>
<td>Det A5</td>
</tr>
<tr>
<td>25.143.095.708.547.500.000</td>
</tr>
</tbody>
</table>
From the calculation of the matrix determinants that have been produced above, it can be used to determine the values of a, b1, b2, b3, b4, b5. The calculation formula is formula (12) to (17). Following are the results of the calculations that have been carried out:

\[
\begin{align*}
a &= \frac{2.502.245}{25.143.095.708.547.500.000} = 0 \\
b_1 &= \frac{25.143.095.708.547.500.000}{25.143.095.708.547.500.000} = 1 \\
b_2 &= \frac{25.143.095.708.547.500.000}{25.143.095.708.547.500.000} = 1 \\
b_3 &= \frac{25.143.095.708.547.500.000}{25.143.095.708.547.500.000} = 1 \\
b_4 &= \frac{25.143.095.708.547.500.000}{25.143.095.708.547.500.000} = 1 \\
b_5 &= \frac{25.143.095.708.547.500.000}{25.143.095.708.547.500.000} = 1
\end{align*}
\]

From this model it is known that the constant a is 0, and the coefficients b1 (1), b2 (1), b3 (1), b4 (1). So as to produce a new multiple linear regression equation model as follows:

\[
Y = 0 + 1(X1) + 1(X2) + 1(X3) + 1(X4) + 1(X5)
\]

This model can later be used for prediction calculations that will be carried out in the future with X1, X2, X3, X4 and X5 being independent variables. An example of its application can be done as follows: an example for the July 2021 Period

\[
\begin{align*}
X1(BUMS) &= 0 \\
X2(Donation) &= 22.900.000 \\
X3(School Program Fees) &= 414.400.000 \\
X4(Original School Income) &= 156.000.000 \\
X5(Other sources) &= 850.000
\end{align*}
\]

its application:

\[
\begin{align*}
Y &= 0 + 1(0) + 1(22.900.000) + 1(414.400.000) + 1(156.000.000) + 1(850.000) \\
Y &= 0 + 0 + 22.900.000 + 414.400.000 + 156.000.000 + 850.000 \\
Y &= 594.150.000
\end{align*}
\]

The future prediction results in budget management are approximately Rp. 594,150,000 for the July 2021 period. These results can later be used to measure how much of the budget can be used for school activities.

**Data testing**

The data testing phase is the testing phase carried out to test whether the data is in accordance with the final results of the prediction calculation model which is calculated manually. At this testing stage using SPSS testing. The following is a display of the results of testing prediction calculation data in Table 16.

<table>
<thead>
<tr>
<th>Table 16 SPSS Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>BUMN (X1)</td>
</tr>
<tr>
<td>Donation (X2)</td>
</tr>
<tr>
<td>School Program Fees (X3)</td>
</tr>
<tr>
<td>Original School Income (X4)</td>
</tr>
<tr>
<td>Other sources (X5)</td>
</tr>
</tbody>
</table>
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System Testing

Checking the results of manual analysis with those in the system for matching between the manual and the system is appropriate, namely the coefficients for data from July 2017 – June 2021, namely in the table 17.

<table>
<thead>
<tr>
<th>KETERANGAN</th>
<th>EXCEL</th>
<th>SISTEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B1</td>
<td>1</td>
<td>0.99 = 1</td>
</tr>
<tr>
<td>B2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B5</td>
<td>1</td>
<td>1.001 = 1</td>
</tr>
</tbody>
</table>

Table 17 Testing system

4. CONCLUSION

Based on the research that has been done, the following conclusions are obtained:

1. From the results of analysis calculations with the Multiple Linear Regression Algorithm on the previous RAPBS data, a new multiple linear equation model can be produced, namely

\[ Y = 0 + 1(X1) + 1(X2) + 1(X3) + 1(X4) + 1(X5) \]

2. The results of the new multiple linear equations generated can be used as a reference for future budget prediction systems.

3. The Multiple Linear Regression Algorithm has a good correlation as evidenced from the data analysis test through the SPSS test, which is in accordance with the analysis calculations performed.
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