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 The development of technology continues to develop and gradually change the 
way people buy such as on online shopping sites. The increase in internet use, 
especially in the use of E Commerce, has given birth to great potential in the 
market, especially in Indonesia. These changes prompted the birth of various 
payment methods. One of them is Pay Later. 27% of the 3560 samples decided 
to use Pay Later with all the conveniences offered. However, the development 
of Pay Later is not synchronized with good risk management. The use of Pay 
Later, which is not targeted at the right consumers, causes PT. XYZ suffered 
losses due to 22.37% of users defaulting on Pay Later installments. The 
purpose of this study is to reduce Pay Later default users by answering what 
factors cause consumers to default. To support this study, the authors used 
FMECA, Cause Effect Diagrams and conducted tests using Machine Learning 
to improve company efficiency. Through critical matrix analysis, the author 
gets 3 priority failure modes, Users default, users disappear, and users 
experience payment delays. In solving the problems in this study, the authors 
provide recommendations in the form of a new framework in the form of 
analyzing the best Pay Later offers by analyzing consumer behavior patterns 
in an E Commerce by utilizing Machine Learning. However, future research 
will need to be conducted correlation analysis and static testing in testing 
attribute correlation before testing algorithms when building machine learning 
models. The authors also suggested comparing using other methods to improve 
risk management in this study 
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1. INTRODUCTION 

The Drastic changes in the market followed by the development of information technology have 
created various opportunities and challenges on the growth of the internet, paid online learning sites 
and information technology by generating new ways of learning in understanding consumers [1].  
The evolution and development of the internet, especially regarding the way of transactions such as 
on online shopping sites has not only changed the way people buy but also changed the strategies 
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used for marketing and payment methods to attract and retain customers by adjusting communication 
in a certain way [2]. 

The increase in internet use, especially in transactions on E-Commerce has created great potential 
in the market, especially Indonesia. In February 2022, the use of the internet to access E-Commerce 
accounted for 33% of all activities carried out on the Internet in Indonesia [3].  The increase in the 
use of E-Commerce has encouraged the birth of payment methods that can provide convenience, 
flexibility, efficiency and simplicity in making transactions [4], [5]. One of them is the birth of  
"Shopping Now  Pay Later" or better known as Pay Later.  A feature that applies the concept of a 
credit card where users can directly buy and use services directly with payments that can be made in 
installments [6]. The growth of transactions using pay later is quite large. In research conducted by 
Katadata and Kredivo, it shows that 27% of 3,560 people shopping in e-commerce decide to make 
payments in installments or pay later during 2020. It is estimated that the pay later usage rate will 
grow by 33.3% during 2022-2028 in Asia Pacific, with total money transactions on pay later 
predicted to increase from 82.81 billion dollars in 2021 to 749.22 billion dollars in 2028 [7]. One of 
the reasons the pay later feature is growing rapidly in Indonesia is because of the various 
conveniences offered that really help its use to meet daily needs, such as to manage finances, fulfill 
needs and simplify the payment transaction process from traveling to shopping [2]. 

The growth of internet platforms, especially in transacting on E-Commerce has created challenges 
for businesses and professionals to run businesses [8]. However, by presenting unsecured loans like 
conventional banks in general and relatively easy requirements, it creates high potential that can 
affect the sustainability of the company [5]. The decision to provide credit has a high risk of the 
inability of prospective debtors to pay their credit obligations in accordance with a predetermined 
period. So, to maintain and minimize these risks, Pay Later provider companies must be able to carry 
out very careful assessments and considerations by conducting various analyses to describe how the 
credibility of prospective debtors is in the future. In addition, Pay Later provider companies also need 
to supervise prospective debtors, both by direct supervision and indirect supervision [10]. This credit 
supervision aims to minimize and prevent credit irregularities or credit risks [2].  The high usage of 
Pay Later is often not targeted at the right consumers. In 2022, there are at least 22.37% of customers 
from PT. XYZ who failed to make pay later payments that caused losses to the company. The future 
of E-Commerce depends entirely on technology and professionals capable of creating and developing 
customer behavior patterns analysis to acquire potential customers [11].  

With the high value of consumers who default on pay later, researchers are encouraged to develop 
a frame of reference that can be used to analyze potential customers using Machine Learning in the 
use of Pay Later and look for factors that cause failures in payments for errors in analyzing Pay Later 
user customers.  So, this paper will specifically answer 3 questions. First, what kind of factors cause 
default through the FMECA analysis. Second, how to leverage Machine Learning to predict potential 
customers to reduce problem users and reduce bad debts. Third, what kind of framework can be used 
to reduce pay later problems by utilizing Machine Learning. 

 
 

2. RESEARCH METHOD 
The trend of online shopping continues to grow rapidly, especially with the presence of the Pay 

Later payment method. Predicting consumer behavior is an important aspect to optimize Pay Later 
user goals as a step to prevent consumer default while still paying attention to customer comfort to 
increase customer revenue and loyalty [12]. By collaborating Machine learning and FMECA, the 
framework of the study is as follows: 
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Figure 1. Research Methods  

2.1. FMECA 
There are various methods that can be used to conduct risk testing to determine the cause of a 

failure in a process or system. 2 methods that are often used are FMEA (Failure Mode Effect analysis) 
and FMECA (Failure Mode Effect and Critically Analysis)  [13]. The FMEA (Failure Mode Effect 
Analysis) method is a method that serves to identify by testing various possible possibilities and the 
occurrence of failures caused by failures in a system or process that are not efficient and effective so 
as to cause failure loopholes. FMECA (Failure Mode Effect and Critically Analysis) is a method 
derived from the development of the FMEA method [14], [15]. The FMECA method is used to 
analyze potential failures by adding critical point analysis such as using the Risk Matrix [16]. In this 
study, the authors used the FMECA method where FMECA has the advantage of combining the 
FMEA method and critical analysis using a criticality matrix to make it easier to design SOPs in the 
analysis of potential risks that may occur in a process.  

According to John (2015), FMECA is a methodology used to identify and analyze: 
1. Analysis of all possible potential failures of various processes and systems 
2. Analyzing the effects of such failures on systems and processes and compiling SOPs, 

how to avoid such failures.  
FMECA consists of 2 analysts, namely using the FMEA (Failure Mode Effect Analysis) method 

and the critical analysis method. The FMEA method functions in conducting an analysis and 
evaluation of the risks that have a probity of problems The method to be used is to use the Risk 
Priority Number (RPN). In compiling the RPN, the variables needed to evaluate the cause of the 
failure and identify the possible effects that will result from the failure.  The variables are to 
determine how much severity (severity), how much the failure rate (occurrence), and the detection 
rate (detection). Conventionally, the steps in compiling the FMEA are as follows: [17]  

A. Identify the failure mode of each process that may or has occurred and define the 
potential impact it will have on the company's performance. 

B. Determines the severity rating (S) of the failure mode, which defines how serious the 
impact of the failure mode is. 

C. Determines the occurrence (O) of a frequency that has defined how often the failure 
occurs. 

D. Determine a detection rating (D) that describes how it performs in detecting the 
possibility of such failures. 

E. Determine the Risk Priority Number (RPN). The RPN formula is as follows:  
RPN = S x O x D 

F. Processes, components, or outputs that have a high RPN value will be selected as a 
critical risk level so that they need immediate treatment. 

G. Defining the Risk Matrix and designing SOPs 
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Table 1. Severity Index 
Rating Effect Severity Effect 

7 Hazardous Without Warning The failure rate is very high when the failure mode affects the 
performance of the company and lenders 

6 Hazardous With Warning Failure rates are very high when failure modes have the potential 
to affect the performance of companies and lenders 

5 High High failure rate when causing losses to lenders 
4 Moderate Intermediate failure rate resulting in minor losses 
3 Low Failure occurs with late payment 
2 Very Low Failure occurs when there is an extension of the loan period 
1 None No Influence 

 
Table 2. Occurrence Index 

Rating Probability of Occurrence Failure Probability 
7  Very High: Failure is almost inevitable >1 in 2 
6 1 in 3 
5 High: Repeated Failures 1 In 8 
4 1 In 20 
3 1 In 80 
2 Moderate: Occasional failures 1 In 400 
1 Low: Relatively Little Failure 1 In 8000 

 
Table 3. Detection Index 

Rating Detection Probability of Detection 
7 Very Remote Very little ability to detect failure rates on Pay Later 
6 Low Low ability to detect failure rates on Pay Later 
5 Moderate Medium ability to detect failure rates on Pay Later 
4 Moderate High Very moderate ability to detect failure rates on Pay Later 
3 High  High ability to detect failure rates on Pay Later 
2 Very High Very high ability to detect failure rates on Pay Later 
1 Almost Certain Almost certainly the ability to detect failure rates on Pay Later 

 
2.2. Risk Matrix 

Risk Matrix is a follow-up step after compiling the RPN to conduct a critical analysis in 
accordance with predetermined criteria [18]. The result of the Risk Matrix is that items included in 
the rating of risk are defined based on the highest to lowest level of risk. Overall, the FMECA results 
and risk matrix are presented in the FMECA worksheet [18]. The table says risk categories based on 
the effect of using Pay Later. 

 

Table 4. Severity of Consequences 
Severity of Consequences 

Category Definition 
Catastrophic (I) Causing a Company Shutdown 
Critical (II) May cause the company to experience a decline in 

performance 
Marginal (III) Can experience lander drops 
Negligible (IV) Can operate with little risk 

 
Table 5. Severity Frequency 

Severity of Frequency 
Frequency of 

events 
Definition 

Qualitative Quantitative 
Frequent Frequent ≥ 1000 
Probable Highly Possible ≥ 500 
Occasional Common ≥ 100 
Remote Rare ≥ 50 
Improbable Unlikely to happen < 10 

 
Table 6. Risk Matrix 

Frequency Frequent Probable Occasional Remote Improbable 
Catastrophic (I) 1 2 4 8 12 

High  High  High  Passable Passable  
Critical (II) 3 5 6 10 15 

High  High  Passable Acceptable Acceptable 
Marginal (III) 7 9 11 14 17 

Passable Passable Acceptable Acceptable Acceptable 
 
Negligible (IV) 

13 16 18 19 20 
Acceptable Acceptable Acceptable Acceptable Acceptable 
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2.3. Application of Machine Learning 
The application of machine learning can be useful for making predictions about choices, interests, 

and factors that affect consumers. This engineering technique turns large amounts of data into 
significant predictions [19], [20]. This allows for companies to go towards thinking in formulating 
strategies through data analysis [21]. With prediction automation, analytics teams will be able to act 
operationally and market. The application of machine learning in this study was used to analyze 
consumers who have the potential to be given access to pay later services [22], [23]. The algorithm 
that will be used in this study is as follows:  
2.3.1 Decision Tree 

Decision tree is a classification method by representing a tree structure with each node presenting 
an attribute, while its branch represents the value of an attribute, and the leaf represents a class of 
attributes [24]. In general, the concept is to turn data into a decision tree by applying rules. The 
benefit of a decision tree is its ability to change complex decision-making processes into simpler 
ones so that decision making will better interpret the solution of problems. Decision trees are also 
useful for exploiting data, finding hidden relationships between a number of prospective input 
variables and a target variable [14].  

 

 
Figure 2. Decision Tree Visualization           

Source: Decision Tree – Toward data Science (2020) 
 

In calculating the decision tree, it is necessary to formulate entropy and Information gain which 
is defined as follows: 

Calculate the entropy and information gain of each attribute by using the formula: 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) 	= −𝑃!𝑙𝑜𝑔"𝑃! − 𝑃#𝑙𝑜𝑔"𝑃#	 

With:  
S : sample space (data) used for training 
𝑃! : many samples that are likely to be positive (Healthy) in the sample data for certain criteria 
𝑃# : many samples that are likely to be negative (Sick) in the sample data for certain criteria 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) 	= 	𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠) −	 7 	
	

%∉'()*+(-)

	
|𝑆%|
|𝑆|

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆/) 

Information:  
A  : Attributes  
V  : Represents a possible value for attribute A  
Value (A) : the set of possible value values for attribute A 
|𝑆%|  : number of samples for value V 
|𝑆||  : the sum of the entire sample data 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆/) : entropy for sample samples that have a value of V 
 
2.3.2 Random Forest 

Algorithms are technically a method Computationally based classification, consisting of a 
mutually independent classification tree. A Random Forest is a rule-based model, which uses the 
attribute with the highest covariance as its root, handling the most important data first. At this point, 
if the data used will be grouped into 2, that is, the training and validation data with a composition of 
2/3 of the entire sample is training data while 1/3 is validation data[19], [22]. Both samples will be 
used to estimate the results of Random Forest performance. 
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The final result of the classification using Random Forest will be taken and flattened using the 
arithmetic mean. All results from Ntree in each class will be counted with probabilities assignments. 
The inputted data will choose a healthier and more fluid decision tree [22], [26]. 

  
Figure 3. Random Forest Model Visualization             

Source: Toward Data Science 
 
2.3.3 XG Boosting 

The XG Boost method is a popular designation for the extreme gradient boosting method which 
is one of the methods that belongs to the machine learning algorithm type, namely supervised 
learning. The extreme gradient boosting method is a development of the Gradient Boosted Decision 
Tree (GBDT), where gradient boosting is a machine learning technique that produces prediction 
models from the results of combining weak prediction models or referred to as ensembles to perform 
regression or classification tasks [27].  

Gradient boosting is built using the boosting method, where to minimize errors or residues in the 
model, a new model is created and will continue to be added until no mistakes can be made [16].The 
difference between XG Boost and gradient boosting is the optimization offered on XG Boost, in the 
XG Boost model can implement parallelization that makes the model development process efficient. 

 

 
Figure 4. XG Boosting Model Visualization        

Source: Ensemble methods: bagging, boosting and stacking – Towards Data Science  
 
2.3.4 KNN 

KNN is a machine learning algorithm without strong supervision. The KNN algorithm has lazy 
training properties, meaning it does not use training data points to create models. All training data is 
used at the testing stage to make the process of training faster. The concept behind KNN is that if 
customers always share the same opinion among a variety of different questions, those neighbors are 
likely to have the same taste and purchasing behavior for the same product. In practice, this machine 
learning algorithm model first maps each attribute to a higher dimension and then gathers the 
customers closest to each other [19]. Then, if there is a new customer data place into this research 
model, it will provide predicted results based on the most votes from its closest point [28]. 

In theory, if using manual calculations, calculating the distance between 2 points in the KNN 
algorithm can use the Euclidean Distance method which can be used on 1 dimensional space (one 
variable or independent variable), 2-dimensional space (2 free variables), or multi-dimensional space 
(more than 2 free variables) [29], [30].  In general, the Euclidean distance formula at 1 dimensional 
space is as follows: [26]. 

𝑑𝑖𝑠(𝑥0, 𝑥") 	= 	;∑ 	1
/23 (𝑥0/ −	𝑥"/)"  

While variables with more than one use the following equation.  
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(𝑥0/ −	𝑥"/)" 	+ 	(𝑦0/ −	𝑦"/)"+	. . . . . 

 
Figure 5. KNN Model Visualization             

Source: Toward Data Science 
 
2.3.5 Support Vector Machine 

Support Vector Machine is another promising machine learning model.  Unlike other traditional 
methods such as LSE, SVM only considers the error distance from its Support Vectors which is a 
point close to the decision limit of the input data [31]. Support Vector Machine adaptively adjusts 
the constraints to fit the parameters of each category, then, selects spinach that has maximum fault 
tolerance to be the result and ignores outliers beyond its limits. 

Therefore, even if there is an outlier in the training data, the SVM will automatically ignore the 
outlier, data will thus be affected by it, See figure 6. 

 

 
Figure 6. Visualization Model Support Vector Machine                                                          

Source: Toward Data Science 
 
To maximize margins, we need to minimize:  
(1/2)||𝑤||2	𝑠𝑢𝑏𝑗𝑒𝑐𝑡	𝑡𝑜	𝑦𝑖(𝑊𝑇𝑋𝑖	 + 	𝑏) − 1 ≥ 0 for all i. 
The final SVM equation can be written mathematically as follows: 

𝐿	 = 	$ 	
	

"

𝑑𝑖 −
1
2𝑎"𝑎#𝑦"𝑦#(𝑋𝐼		𝑋𝑗) 

2.4. Model of Determining Potential Customers 
This platform will explore the possibility of developing algorithms that can be used to predict 

potential customers through purchasing behavior while using an E Commerce platform. 
Understanding buyer intentions is critical to reducing problem customers. Activities that can be 
carried out without face-to-face so that every action in an E Commerce can be a reference regarding 
financial capabilities and buyer behavior [32]. To describe how to determine the model of 
determining potential customers, the authors define as follows:  

1) Machine Learning Thought Pipeline 
The fast-paced movement of data demands that the analytics team be able to analyze consumers 

quickly and precisely for the convenience of consumers. In analyzing potential consumers on an E 
Commerce platform, one way that can be done is by analyzing customer behavior patterns. Customer 
behavior patterns are factors that involve purchasing or using a product and how it can be achieved, 
selected, and purchased. Machine learning needs to be done to analyze customers quickly so that the 
analytics team only needs to do additional analysis to potential customers or consumers [22], [33]. 
In this study, behavioral patterns are described as transaction activities so far as a way to see how 
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trustworthy consumers are in being given access using Pay Later.  Here is the thinking flow of using 
machine learning. 

 

 
Figure 7.Machine Learning pipelines 

 
The use of machine learning needs to build a model as a base system to predict whether the 

customer is a potential customer to be given Pay Later access.  In building models, Machine Learning 
needs to learn first using Training data. Data Training is data used by machine learning to learn how 
to define potential customers. Then Machine Learning needs to define the previous data in various 
algorithms, build models, and test those algorithms with the accuracy level output of the prediction 
models on each algorithm. The algorithm that has the highest level of accuracy is the algorithm that 
will be used to predict potential customers [34]. 

2) Dataset 
The dataset used in this study to test the proposed framework model is E Commerce transaction 

data at PT. XYZ consists of 10 Features including categorical and numeric, with a total of 11,289 
sessions belonging to different users. These features are shown in table 7. 

 
Table 7. Dataset Feature 

Features name Description 
Verification Account Verify the account with the Boolean data type caption "Already" or "Not yet” 
Gander Gender Description 
Age Age Description 
Education Description of Last Education 
Transaction on E - Commerce Description of transaction range in the last 3/6 months and 1 year 
Salary Income Description 
Delivery Location Boolean data type, delivery location is consistent or not 
Length of use of E Commerce platforms Duration of use of platform E - Commerce 
BI Check Boolean data type, User is a bad or good credit score 

 
3. RESULTS AND DISCUSSION 
3.1. Result 

The following are the results of FMECA Analysis and Machine Learning Implementation as 
follows: 
Failure Analysis and RPN calculation 

In conducting a failure analysis, there are 2 ways that can be used. Firstly, Risk Priority, Second 
using Critical Number (CN) in determining the RPN value, what must be done is by multiplying the 
Severity, Occurrence, and detection values. The value of each of these periods is the result of 
identification carried out by certain departments such as the Management Process.  The formula for 
calculating the Risk Priority Number (RPN) is as follows [35].  

RPN = S x O x D 
In the following table is the value of the RPN calculation.  
 

Table 8. RPN 
Failure Mode S O D RPN 

Pay Later Payment Failure 9 5 9 405 
Customer disappears 10 7 10 700 
Late Payment of Pay Later 7 8 8 448 
Extension of Pay Later payment period 4 10 3 120 

 
Criticality Matrix 

The criticality matrix functions to determine failure priorities based on the severity and extent of 
frequent occurrence of a failure mode. In this study, the data from the severity of consequence and 
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severity of frequency analysis of each failure mode will be processed to be classified into a rating of 
risk as described in table 9 by combining the degree of consequence when a failure occurs and the 
potential for failure to occur. The criticality matrix referred to in this study is a failure mode 
categorized as High in the rating of risk table based on the results of risk matrix analysis in the FMEA 
method [14]. The high category in the Risk Matrix has an average level of frequency of occurrence 
and a higher level of effects caused by impacts compared to others [36]. The following is the result 
of the matrix risk analysis on each failure mode presented in the table below. 

 
Table 9. Rating of Risk 

Failure Mode Rating of Risk RPN 
Pay Later Payment Failure  High     405 
Customer disappears  High     700 
Late Payment of Pay Later  High     448 
Extended period of Pay Later payments  Acceptable     120 

 
Machine Learning Implementation 

Implementing Machine Learning, there are various ways that can be used, such as using Python 
by creating coding scripts or using analytics platforms such as RapidMiner, Knime, JASP, Orange, 
and other analytics platforms demit [37], [38]. In this study, the authors used the RapidMiner 
platform to make it easier to display visualizations in algorithm testing. RapidMiner itself can 
visualize simple and relatively easy to use by dragging and dropping a node that defines certain 
activities. The visualization of testing algorithms for determining Machine Learning models in 
predicting Potential Customers is as follows: 

 

 
Figure 8. Machine Learning Implementation Visualization 

 
3.2. Discussion 

 From the results of the RPN calculation, it is known that 4 failure modes obtained from PT. XYZ. 
From the results of the analysis, it is then analyzed using a criticality matrix to focus on failure modes 
that have a high rating of risk. After understanding the risks that must be overcome, the author 
analyzes the causes of the emergence of this failure mode in order to design SOPs to overcome these 
problems using the cause-and-effect diagram method. 
Cause and Effect Diagram 

Based on the results of the criticality matrix as shown in table 9, it is shown that priorities 1, 2, 
and 3 have something in common, namely the problem of customers experiencing bad debts. In the 
analysis of the cause-and-effect diagram or fish bone, the author analyzes various factors, namely: 
humans (Companies), Methods (opening pay later access), Machines (tools used), Materials 
(Lenders). The purpose of compiling Fishbone is to create a work plan to improve Pay Later services 
through 5W+1H [15]. 
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Figure 9. Cause and Effect Diagram 

 
5W + 1H Analysis 

Table 10. Limited Offer 
5W+1H Answer 

What to do? Providing a limited Pay Later offer by observing the pattern of 
transaction activities on E Commerce 

Why apply a Limited Offer To filter potential users to reduce consumer default on Pay Later 
installments 

Where to apply restrictions on Pay Later offers If the E Commerce account is effective, Machine Learning will always 
calculate potential customers with a range of 1 month 

Who provides the limited offer Analytics Team and Business Team 
When to provide a limited offer Auto Detect, at the time prior to the offer, once every 1 Month Machine 

Learning will test Consumer eligibility 
How to provide Machine Learning to predict 
potential customers. 

1. Provides Machine Learning Models for Potential Customer 
analysis  

2. Providing offers to potential customers 
3. Perform advanced analysis after a customer submits Pay 

Later  
 

Table 11. Application of Machine Learning 5W+1H 
5W+1H Answer 

What to do? Using Machine Learning for analysis of potential pay later users 
Why you should implement Machine Learning To reduce the occurrence of consumer defaults by paying attention to 

consumer transaction patterns 
Where to apply Machine Learning Before giving a Pay Later offer 
Who provides Machine Learning applications Analytics Team 
When to provide machine learning applications Auto Detect, once every 1-month Machine Learning will test consumer 

feasibility 
How to provide Machine Learning to predict 
potential customers. 

1. Provide past Pay Later user data to model Training data 
2. Testing algorithms with the highest level of accuracy 
3. Build the model 

 
Potential Customer Analysis using Machine Learning 

After testing 5 machine learning algorithms, namely Decision Tree, Random Forest, KNN, 
Support Vector Machine, and XG Boosting, it can be seen in table 12 that the random forest algorithm 
has the highest level of accuracy compared to other algorithms. Looking at how the algorithm works, 
it can be seen that the inherent reason why Random Forest has the highest level of accuracy is that 
Random Forest works by creating more than 1 model or rule where other algorithms only create 1 
model or rule. Random Forest in practice can create the desired number of models such as 100, 1000, 
and others [22], [39]–[41]. Of course, it is adjusted to the amount of data provided to build the model. 
Here is the level of accuracy of the algorithm tested in building the model. 

 
Table 12. Comparison of Algorithm Accuracy Levels 

Algorithm Accuracy 
Decision Tree 82,8 % 
Random Forest 93,4 % 
XG Boosting 89,12% 
KNN 90% 
Support Vector Machine 87% 
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Recommended Pay Later Process Flow 
After successfully identifying the factors that influence the occurrence of default on Pay Later 

which is then compiled in an SOP and proposes the use of machine learning in predicting customers 
who have potential in the transaction rate to be given Pay Later access.  To support the previous 
analysis, the author has compiled a framework that can be used to implement previously carried out 
analysis by paying attention to the efficiency in conducting the analysis as described in figure 10. 
Analysis is carried out with 2 parts, analysis with machine learning and analysis of confirmation of 
personal information by the analytics team. The key to activity is in the analysis that is performed 
automatically by machine learning on each E Commerce account every 1 time per Month on a 
recurring basis. This provides an opportunity for each user to be able to use the Pay Later feature 
when they have met the requirements in accordance with the SOP set by the company. The activity 
is carried out by conducting a follow-up analysis for registration containing personal information for 
verification. The framework can be seen in figure 10 below. 

 

 
Figure 10. Machine Learning Implementation Framework after FMECA SOP preparation 

 
4. CONCLUSION 

Based on the discussion as described in the previous chapter, the author draws the conclusion that 
using the FMECA analysis there are 3 failure modes that are the priority in this study, namely Pay 
Later   payment failure, customer disappears, and Late Payment of Pay Later installments.  The main 
factor that causes this failure is that the SOP in determining users who are entitled to use Pay Later 
is still not efficient and effective. To dig deeper, the author conducted a cause and effect  analysis of 
fish bone to find out the factors that caused the failure and made a 5W+1H analysis as a guideline in 
the preparation of SOPs. The basic SOP produced is to make a limited offer to users who are 
interested in using the Pay Later feature.  In supporting the previous SOP, it is necessary to analyze 
consumer behavior patterns by analyzing trends carried out on the E Commerce platform before 
making an offer to 'find out whether the user is worthy. In analyzing these consumer behavior 
patterns, the author proposes the use of Machine Learning to speed up the process, efficiency, and 
repeated analysis every month to provide opportunities for each user. Finally, in order to clarify the 
concept proposed by the author, the author proposes a framework that can be used as a reference. By 
applying the FMECA method, it can analyze the risk of failure that may occur so that it can prepare 
changes in the SOPs and frameworks used. In order to develop the implementation of FMECA in the 
business line, the author uses machine learning by analyzing algorithms that are well used by paying 
attention to the highest level of accuracy. Evidently, the use of machine learning can help in 
increasing efficiency and effectiveness as previously designed SOPs using FMECA. This also shows 
the level of probability of a 15% decrease in consumers defaulting on PT. XYZ However, in future 
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studies it is necessary to conduct correlation analysis and static testing in testing attribute correlations 
before conducting algorithm trials when building machine learning models. The authors also 
suggested comparing using other methods to improve risk management in this study. 
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