Hybrid Model Transfer Learning ResNet50 and Support Vector Machine for Face Mask Detection

Eko Agus Moh. Iqbal¹, Ririen Kusumawati², Irwan Budi Santoso³

¹,²,³ Faculty of Science and Tecnology, Program Specification for Master Study in Computer, Universitas Islam Negeri Maulana Malik Ibrahim, Indonesia

ABSTRACT

The Covid-19 virus caused a health crisis in Indonesia. This virus is so deadly that it has caused many fatalities which have caused the whole world including the government to pay major attention to the Covid-19 pandemic. The Indonesian government has issued several policies to prevent the spread of this epidemic, one of which is wearing a mask in public places. One approach that is widely used in the field of computer vision is the Convolutional Neural Network (CNN) transfer learning. In this study, Hybrid Model Transfer Learning ResNet50 and SVM with RGB to HSV preprocessing is presented to detect masks in facial images. This model consists of three process components. The first is preprocessing RGB images to HSV, the second component is for Feature Extraction with ResNet50 and the third is mask classification on face images with Support Vector Machine (SVM). From dataset of 7328 training and testing data were carried out. The first model, without preprocessing the image data with ResNet50, produces an accuracy of 86.52%. The second model, the model with preprocessing converts image data from RGB to HSV with ResNet50 and produces an accuracy of 99.18%. The third model, without preprocessing with ResNet50 and SVM which has an accuracy of 90.55%. The fourth model, the model with preprocessing converts image data from RGB to HSV with ResNet50 and SVM resulting in an accuracy of 98.36%.
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1. INTRODUCTION

Digital transformation in the health sector has been carried out both clinically and non-clinically. Technology can be used to reduce direct contact because viruses can spread quickly through direct contact. Disease outbreaks that infect the respiratory tract caused by viruses are called Severe Acute Respiratory Syndrome Corona Virus 2 (SARS-CoV-2) [1]. This virus is so deadly that it has caused many fatalities which have caused the whole world including the government to pay major attention to the Covid-19 pandemic.

Indonesia as one of the countries affected by the spread of this virus has taken several countermeasures against the spread of the SARS-CoV-2 virus. Areas that are included in the red zone of the spread of the virus [2]. In addition, he issued a circular letter Number
proposed technique efficiently handles occlusion in crowded situations by utilizing one and two-stage detectors in pre-processing. The models used in this pre-processing stage are ResNet50, AlexNet, and MobileNet. ResNet50 is used to detect objects such as the neck and head, while AlexNet and MobileNet are used to achieve the best results for mask detection on faces. The proposed technique achieves an accuracy of 98.2%.

One of the oldest things in the protocol is requiring every individual who has activities outside the home to wear a mask. In some cases, a person is not aware that they are infected and can pass the disease on to others. With a mask detection system, it can detect people who do not comply with the use of masks, making it possible to find potential cases early and take the necessary steps to prevent further spread.

One approach that is widely used in the field of computer vision today is the Convolutional Neural Network (CNN) as an algorithm in Deep Learning which has great popularity in terms of image classification. The CNN algorithm has several architectures such as Alexnet, ResNet, VGG, EfficientNet, and so on. In the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) competition in 2015, ResNet is the CNN architecture with the lowest error rates compared to other CNN architectures. This architecture has a good performance in the ILSVRC competition [3]. ILSVRC is an annual competition for image classification with various CNN architectures. The SVM method is a classification method because it is able to classify with high-dimensional data and provides experimental results that show effectiveness. In addition, SVM is capable of performing separate non-linear data pattern recognition [4].

Face mask detection using CNN, including VGG19, Xception, MobileNetV2 which were then classified using KNN and SVM. In this study, experiments were carried out between feature extraction methods and paired classification methods such as VGG19 with KNN accuracy reaching 96.65%, then MobileNetV2 with KNN accuracy of 94.92%, then Xception with SVM accuracy reaching 94.57% and MobileNetV2 with SVM produced the highest accuracy among the other pairs, reaching 97.11% [5]. MobileNetV2 and SSD architecture to detect the number of people for long distances and detect masks on faces in real time. The resulting accuracy reaches 91.7% [6].

Trained MobileNet generates feature maps. Then the Global Polling Block multidimensional feature map is converted into a one-dimensional vector that has 64 features. The accuracy of this method produces 99% of the actual data, and 100% for the simulation data [7]. Proposed a hybrid model, namely preprocessing using Resnet50 which is an image feature extraction model, and after that using the Decision Tree, SVM, and Ensemble algorithms for the face mask classification process. The author presents a comparison between the Decision Tree, SVM, and Ensemble Algorithms using three data sets where the classification using SVM is superior to the Decision Tree and Ensemble Algorithms. The accuracy of each of these datasets is Real-world Masked Face Dataset (RMFD) reaching 99.64%, Simulated Masked Face Dataset (SMDF) reaching 99.49% and Labeled Faces in the Wild (LFW) reaching 100% [8].

The detection of masks on faces in this study was developed using the MobileNetV2 algorithm which is used for image classification. With MobileNetV2, the built model will be used for the prediction/classification process. Of the models tested in 25 cities in Indonesia. for the highest accuracy reaching 82.76% for the city of Jambi and the lowest reaching 64.14% for the city of Surabaya [9]. Proposed using the CNN method for face mask detection. Each augmented input image passes through a convolutional layer and is defined using softmax, assigning values between 0 and 1. The results of this research achieved an accuracy of 96.90% in classifying whether a face is wearing a mask or not wearing a mask [10].

Proposed building a real-time face mask detection model using CNN in their research. The detection is performed automatically in public spaces such as schools, markets, offices, etc. The authors utilized the Keras algorithm to detect whether a person is wearing a mask or not. For classification, they employed the MobileNet architecture and OpenCV algorithm. This model serves as the backbone and is trained using TensorFlow. The accuracy achieved in this study is 97.75% [11].

Conducted research on face mask detection in public areas to reduce the spread of Covid-19. The proposed technique efficiently handles occlusion in crowded situations by utilizing one and two-stage detectors in pre-processing. The models used in this pre-processing stage are ResNet50, AlexNet, and MobileNet. ResNet50 is used to detect objects such as the neck and head, while AlexNet and MobileNet are used to achieve the best results for mask detection on faces. The proposed technique achieves an accuracy of 98.2% [12].
In those studies, preprocessing was not performed on the input images, although converting the image from RGB to HSV can handle more complex scenarios much better, which can have a significant impact on the performance of the methods used [13]. Additionally, adding preprocessing to the image, such as changing the colorspace from RGB to HSV, can save training time and improve the accuracy of the VGG19 transfer learning model [14]. Therefore, in this study, the authors used a Hybrid model of Transfer Learning ResNet50 with Support Vector Machine (SVM) for mask detection on facial images. The input data undergoes preprocessing by converting the colorspace from RGB to HSV, and then the Transfer Learning ResNet50 model is used for feature extraction, with SVM for the classification process. The use of ResNet50 in feature extraction is effective in capturing and representing complex patterns and features in images. Similarly, SVM is capable of high-dimensional data classification and is less prone to overfitting, making its classification more efficient and effective. Therefore, Hybrid ResNet50 with SVM can provide higher accuracy values with lower errors [5], [8], [12].

2. RESEARCH METHOD

The research phase begins with data collection, where the data used can be categorized as secondary data. The data is obtained from previous research data available at https://github.com/prajnasb [15], consisting of 1376 images. This data is then supplemented with additional data of 128x128 pixels dimension from https://kaggle.com [16]. Therefore, the total number of data for the research is 7328. After data collection, the system is designed, followed by experiments using several model combinations, including RGB to HSV - ResNet50 and RGB to HSV - ResNet50 - SVM. Subsequently, the results are evaluated and analyzed. The procedure of the research process is illustrated in Figure 1.

![Figure 1. Research Design](image)

The design process of the introduced model system comprises three main components. The first component is preprocessing, which involves converting the RGB image to HSV. The second component is the Transfer Learning model ResNet50, which acts as the feature extractor. The third component is machine learning, specifically SVM. In the classification process, the last layer of ResNet-50 is removed and replaced with SVM for classification, aiming to enhance the model's performance in this research. The system design is depicted in Figure 2.

![Figure 2. Design System](image)
In Figure 2, there is a preprocessing process for the facial image dataset, namely RGB to HSV. This is part of the author's efforts to improve the accuracy of the ResNet50 model. Adding preprocessing to the image, such as segmenting the image into HSV, can save training time and improve the accuracy of the VGG19 transfer learning model. The process of converting from RGB to HSV has done using the following formula:

\[
\begin{align*}
    r &= \frac{R}{R+G+B}, \quad g = \frac{G}{R+G+B}, \quad b = \frac{B}{R+G+B} \\
    V &= \max (r, g, b) \\
    S &= \begin{cases} 0, & V = 0 \\ 1 - \frac{\min(r, g, b)}{V}, & V > 0 \end{cases} \\
    H &= \begin{cases} 0, & S = 0 \\ \frac{60(r-g)}{S+V}, & V = r \\ 60 \left(2 + \frac{b-r}{S+V}\right), & V = g \\ 60 \left(4 + \frac{r-b}{S+V}\right), & V = b \end{cases}
\end{align*}
\]

As an example of changing an RGB image to HSV, it can be seen in Figure 3.

After these image data are converted from RGB to HSV, it is then transformed into an array and stored according to their respective classes, whether wearing a mask or not wearing a mask. Next, the data will be processed using the ResNet50 model and classified using the Softmax Activation function.
Referring to Figure 4, the classification process is performed by ResNet50 with the activation of the fully connected Softmax layer. However, to do classification with SVM, fully connected will be removed and bound with SVM machine learning. So that the model to be built will be like in Figure 5.

Figure 5. Model Hybrid RGB to HSV – ResNet50 – SVM

In Figure 5, the hybrid model is described starting from the input facial image data, followed by preprocessing, which involves converting the RGB image to HSV. Next, the HSV image dataset is split into two parts, with 75% for training data and 25% for testing data. After the feature extraction process is performed using the ResNet50 model, it is passed on for training using the SVM method.

In the evaluation stage, the experimental results will be summarized, and analysis will be conducted through the creation of graphs and tables. This analysis is used to demonstrate the success of the experiments conducted by the ResNet50-SVM hybrid model, making it applicable for further research.

\[
\begin{align*}
\text{Accuracy} &= \frac{TP+TN}{TP+TN+FP+FN} \\
\text{Precision} &= \frac{TP}{TP+FP} \\
\text{Recall} &= \frac{TP}{TP+FN} \\
F1 \text{ Score} &= \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\end{align*}
\]

Where TP represents the number of True Positive samples, TN represents the number of True Negative samples, FP represents the number of False Positive samples, and FN represents the number of False Negative samples in the confusion matrix.

3. RESULTS AND DISCUSSION

In the training and testing process, there are a total of 7328 facial images with or without masks. This dataset is divided into 75% training data, which is 5496 images, and 25% testing data, which is 1832 images. The testing strategy involves four approaches: 1) The first approach involves preprocessing the input images by converting them from RGB to HSV and using the ResNet50 model. 2) The second approach involves preprocessing the input images by converting them from RGB to HSV and using the ResNet50-SVM model. Here are some sample data with and without masks.
3.1. Performance Model RGB – ResNet50

During the training process of 50 epochs, the accuracy of the training data reached 92.36%. Meanwhile, the validation accuracy, reached 86.52.18%. The movement of the accuracy (blue line) and validation accuracy (yellow line) from epoch 1 to 50 can be seen in Figure 8.

3.2. Performance Model RGB to HSV – ResNet50

During the training process of 50 epochs, the accuracy of the training data reached 99.98%. Meanwhile, the validation accuracy, or accuracy on the test data, reached 99.18%. The movement of the accuracy (blue line) and validation accuracy (yellow line) from epoch 1 to 50 can be seen in Figure 9.
3.3. Performance Model Image RGB – ResNet50 – SVM

In this test, RGB images were used without preprocessing in the facial image dataset. The test results were obtained using a confusion matrix, where the trained model for the test data had TP=829, FP=84, FN=82, and TN=842, as shown in the figure 10.

![Figure 10. Confusion Matrix RGB – ResNet50 & SVM](image)

From the confusion matrix above, Accuracy, Precision, Recall, and F1 Score can be determined as in the calculation below

a. Accuracy
\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} = \frac{829 + 842}{829 + 842 + 84 + 82} = 0.9086 = 90.86\%
\]

b. Precision
\[
Precision = \frac{TP}{TP + FP} = \frac{829}{829 + 84} = 0.9079 = 90.79\%
\]

c. Recall
\[
Recall = \frac{TP}{TP + FN} = \frac{829}{829 + 82} = 0.9099 = 90.99\%
\]

d. F1 Score
\[
F1 Score = \frac{2 \times Precision \times Recall}{Precision + Recall} = \frac{2 \times 0.9079 \times 0.9099}{0.9079 + 0.9099} = 0.9088 = 90.88\%
\]

3.4. Performance Model RGB to HSV – ResNet50 – SVM

In this test, RGB images were preprocessed into HSV images in the facial image dataset. The test results were obtained using a confusion matrix, where the trained model for the test data had TP=890, FP=36, FN=34, and TN=877, as shown in Figure 11.

![Figure 11. Confusion Matrix RGB to HSV – ResNet50 & SVM](image)
From the confusion matrix above, Accuracy, Precision, Recall, and F1 Score can be determined as in the calculation below.

a. **Accuracy**
\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} = \frac{890 + 877}{890 + 877 + 36 + 34} = 0.9618 = 98.36\% 
\]

b. **Precision**
\[
\text{Precision} = \frac{TP}{TP + FP} = \frac{890}{890 + 36} = 0.9611 = 98.11\% 
\]

c. **Recall**
\[
\text{Recall} = \frac{TP}{TP + FN} = \frac{890}{890 + 34} = 0.9632 = 98.32\% 
\]

d. **F1 Score**
\[
F1\ Score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} = \frac{2 \times 0.9611 \times 0.9632}{0.9611 + 0.9632} = 0.9028 = 98.21\% 
\]

From the conducted test, it can be observed that the conversion from RGB to HSV during the preprocessing stage significantly improves the accuracy of the test data. This comparison can be seen in Table 1.

<table>
<thead>
<tr>
<th>Data Image</th>
<th>Model/Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>ResNet50</td>
<td>95.37%</td>
</tr>
<tr>
<td>HSV</td>
<td>ResNet50</td>
<td>99.18%</td>
</tr>
<tr>
<td>RGB</td>
<td>ResNet50 – SVM</td>
<td>90.86%</td>
</tr>
<tr>
<td>HSV</td>
<td>ResNet50 – SVM</td>
<td>98.36%</td>
</tr>
</tbody>
</table>

In Table 1, the highest accuracy of 99.18% was achieved by the ResNet50 model when the input data underwent preprocessing by converting RGB to HSV. The Hybrid model of transfer learning ResNet50 with SVM achieved an accuracy of 96.18%. For both models, the best results were obtained when the preprocessing step of converting RGB to HSV was performed.

The methods employed in this experiment, namely RGB to HSV - ResNet50 and RGB to HSV - ResNet50 - SVM, will be compared with previous research. The comparison results are presented in Table 2.

<table>
<thead>
<tr>
<th>Research</th>
<th>Data Similarity</th>
<th>Model/Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8]</td>
<td>Not Same</td>
<td>ResNet50 – SVM</td>
<td>99.49%</td>
</tr>
<tr>
<td>*</td>
<td>Same +</td>
<td>RGB to HSV – ResNet50</td>
<td>99.18%</td>
</tr>
<tr>
<td>[7]</td>
<td>Same</td>
<td>MobileNet – GPB</td>
<td>99%</td>
</tr>
<tr>
<td>*</td>
<td>Same +</td>
<td>RGB to HSV – ResNet50 – SVM</td>
<td>98.38%</td>
</tr>
<tr>
<td>[11]</td>
<td>Not Same</td>
<td>MobileNet</td>
<td>97.75%</td>
</tr>
<tr>
<td>[5]</td>
<td>Same</td>
<td>MobileNet – SVM</td>
<td>97.11%</td>
</tr>
<tr>
<td>[10]</td>
<td>Not Same</td>
<td>CNN</td>
<td>96.90%</td>
</tr>
<tr>
<td>[5]</td>
<td>Same</td>
<td>VGG19 – KNN</td>
<td>96.65%</td>
</tr>
<tr>
<td>[5]</td>
<td>Same</td>
<td>MobileNetV2 – KNN</td>
<td>94.92%</td>
</tr>
<tr>
<td>[6]</td>
<td>Same</td>
<td>Exception – SVM</td>
<td>94.57%</td>
</tr>
<tr>
<td>[9]</td>
<td>Not Same</td>
<td>MobileNetV2 – SSD</td>
<td>91.70%</td>
</tr>
<tr>
<td>[6]</td>
<td>Not Same</td>
<td>MobileNetV2</td>
<td>82.96%</td>
</tr>
</tbody>
</table>

In Table 2, RGB to HSV - ResNet50 ranks second in terms of accuracy. However, when comparing it with previous research that used the same data and included additional data, RGB to HSV - ResNet50 achieves the highest accuracy with 99.18%, surpassing MobileNet - GPB with an accuracy of 99%. Meanwhile, the RGB to HSV - Hybrid ResNet50 & SVM model ranks 4th. And in the third position, when using the same data as the researcher, it achieves an accuracy of 98.36%.

From the results of this experiment, we can conclude that the addition of training data affects the accuracy of results. Preprocessing the image data from RGB to HSV before training has...
a significant impact on improving accuracy. Additionally, performing unfreezing on the ResNet50 model also has an influence on both the RGB to HSV - ResNet50 model and the Hybrid ResNet50 - SVM model.

Next, implementation is carried out using Flask Python to enable real-time prediction of whether a person is wearing a mask or not, based on video frames through a web-based interface. The implementation results are shown in Figure 12, where the person is not wearing a mask.

![Figure 12. Video frame without mask detected](image)

As for the implementation of the results using a mask, as seen in Figure 13.

![Figure 13. Video frame with mask detected](image)

4. CONCLUSION

From the test results and method discussion for mask detection on facial images, the following conclusions can be drawn: The best model with an accuracy rate of 99.18% is the Transfer Learning ResNet50 model that undergoes preprocessing on the input image by converting RGB to HSV. Preprocessing the image data by converting the colorspace from RGB to HSV in both the ResNet50 transfer learning model and the hybrid ResNet50 with SVM model can improve the accuracy of the trained models. Therefore, the highest accuracy models can be implemented for mask detection.
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