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ABSTRACT
This study explores sentiment analysis of Instagram app reviews using Long Short-Term Memory (LSTM) algorithms. The rise of app stores has transformed digital interactions, particularly for social media apps. Leveraging LSTM, we aim to understand user sentiments expressed in Instagram application reviews, offering insights to enhance user experience and address concerns. The methodology involves data crawling, preprocessing, LSTM model training, and evaluation metrics. Our findings reveal promising results in accurately identifying user sentiments, with an accuracy of 77.77%, precision of 0.45, recall of 0.089, and F1-score of 0.15. This study underscores the importance of sentiment analysis in understanding user feedback and its implications for app development and user engagement.
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1. INTRODUCTION
The rise of app stores has become a hallmark of contemporary digital life, particularly within the realm of mobile platforms dominated by Apple's App Store for iOS and Google Play for Android. While extensive empirical studies have scrutinized the properties of individual apps, scant attention has been paid to the stores themselves, despite their pivotal role in software distribution and their influence on development practices [1]. However, [1] also reveal considerable operational variability among app stores, challenging the applicability of existing research findings across the spectrum of store types. Using the rapid development of applications on increasingly numerous app stores, one of the rapidly growing ones today is social media applications. With the advancement of smartphone technology and 4G internet network, people are connecting with each other. Social media has become a part of today's life, people easily obtain information with just one click [2]. Even not only for sharing photos randomly, social media nowadays become one of the tools in business. Social media accounts can serve as a platform to communicate with potential buyers. Sellers can announce newly opened businesses, market products for sale, promote and expand customer reach, so that customers can also share their experiences when buying and provide feedback. All of this happens quickly, allowing businesses to respond to build customer trust by responding to positive feedback given up to addressing negative customer feedback [3].
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There are many social media platforms used by people nowadays, such as Facebook, Instagram, Twitter, Whatsapp, etc. One of them is Instagram, which was created in San Francisco by Kevin Systrom and Mike Krieger. This application has become a website that provides a platform for sharing photos. The origin of the name Instagram stems from blending the terms "instant camera" and "telegram", which now has features that continue to grow and is popular among people [3]. Currently, Instagram has also become one of the social media platforms utilized as a commercial enterprise. Users on Instagram have accounts as their identities, enabling them to interact with posts from other accounts by commenting, sharing, or liking [4]. People can download various social media applications from the Google Play Store, including the Instagram app. Moreover, people can also provide their ratings and reviews on the Google Play Store. These ratings range from one to five. Based on these rating scores and text reviews, we can gauge the emotions of the application users as well as the reviewers.

The identification of emotions has become a compelling subject of interest among researchers due to its importance in psychology, social dynamics, and business. Individuals communicate their emotions through a variety of means, including facial expressions, verbal and written language, and behavior. Emotion detection tools offer a crucial and effective method for identifying and classifying emotional states across different applications. Artificial intelligence (AI) is frequently employed in this process. Machine learning and deep learning algorithms can generate accurate solutions for detecting emotional disorders among users of social media platforms. Numerous research studies and survey articles have explored emotion detection utilizing textual data [5].

Previous research has been closely related to this topic. One of them is in the study [6] on analyzing the sentiment of netizen comments on Instagram social media accounts with the naive Bayes classification model. Then for Google Play applications, several studies have been conducted such as in [7] which examines the characteristics of sports apps, themes highlighted by users of sports apps in their ratings and reviews, and the most common complaints about sports apps. There are also studies that look at the app market aspect such as [8] which examines the implications of Google's policy change on local Korean markets, particularly on the app store market, which includes local app stores that have a minor yet significant presence. Furthermore, due to the existence of text reviews and ratings in Google app reviews, there is research that examines novel framework for predicting contradictions in Google App numeric reviews and ratings using Deep Learning approaches [9]. Then there is research that performs sentiment analysis, such as sentiment analysis for hotel reviews using Aspect-Based Sentiment Analysis (ABSA) methodology [10], an aspect-level sentiment classification approach incorporating collaborative extraction hierarchical attention network [11], and sentiment analysis of campus teaching 2 regarding the implementation of Merdeka Belajar Kampus Merdeka utilizing naive Bayes and Euclidean distance methods [12]. However, many use LSTM in their sentiment analysis such as [13], [14], [15], [16], [17], [18], and [19]. In the study [20] several algorithms were compared and LSTM was chosen for its prediction stage.

The ever-expanding user base of Instagram highlights the growing significance of understanding user sentiments conveyed through feedback and reviews on the Instagram app. This research delves into sentiment analysis utilizing Long-short Term Memory (LSTM) algorithms to uncover the underlying sentiments expressed in Instagram app reviews. By examining the sentiments of users towards the app, valuable insights can be gained to enhance user experience and address any concerns or issues. This introduction provides a comprehensive overview of the research, including the background, problem statement, relevant literature, proposed approach utilizing neural network algorithms, and the innovative value of the research in advancing sentiment analysis methodologies.

2. RESEARCH METHOD

The methodology employed in this research commences with a comprehensive literature review, as delineated in the introduction subsection. Subsequently, building upon the insights gleaned from the literature review, the research methodology is meticulously crafted, guided by the schematic representation depicted in Figure 1. This methodological framework encompasses three pivotal stages: the dataset stage, training stage, and evaluation stage.
The dataset stage involves the systematic acquisition and preparation of the requisite data, where various processes such as data crawling, labeling, and preprocessing are meticulously executed to maintain the reliability and trustworthiness of the dataset. In this stage, the data sources, including Instagram app reviews, are carefully collected, ensuring representativeness and quality. Preprocessing techniques such as tokenization, and handling of noise are applied to clean and prepare the data for analysis. Following this, the training stage ensues, wherein the Long Short-Term Memory (LSTM) algorithm, renowned for its efficacy in handling long-term dependencies, is employed. LSTM, being a category of Recurrent Neural Network (RNN), is adept at retaining information across extended sequences, thereby surmounting challenges associated with vanishing gradients often encountered in traditional RNNs. In this stage, detailed insights into the LSTM model architecture are provided, including the number of layers and units, activation functions, and any regularization techniques employed to prevent overfitting. Hyperparameters tuning, such as learning rate and batch size, are meticulously adjusted to optimize the model's performance. This stage is crucial as it involves the iterative training of the model using the prepared dataset to optimize its parameters and enhance its predictive capabilities.

Finally, the evaluation stage serves as the culmination of the methodology, wherein the trained model is rigorously evaluated to assess its performance. Various performance evaluation metrics like accuracy, precision, recall, and F1-Score are utilized to assess the effectiveness of the model. sentiment analysis model developed using LSTM. A deeper interpretation of these metrics is provided, discussing their significance in the context of sentiment analysis and comparing the results with existing studies or benchmarks in the field. This meticulous evaluation process ensures ensuring the reliability and validity of the findings contributes to the robustness of the research outcomes.

3. RESULTS AND DISCUSSION

In this section, we explain the research that we have conducted. Some sub-chapter topics of the results and discussions include dataset, dataset preprocessing, and the machine learning algorithms used. We present some of the results in the form of figures and tables. The following are the results and discussions of this research.

3.1. Dataset

The data crawling process involved leveraging web APIs, particularly those enabling communication from a web server to a browser, and highlighting the broad applicability of the term API, which encompasses various contexts beyond internet-based interactions. Web APIs are commonly utilized by developers accessing well-publicized and documented public services, such as ESPN for athlete details and game scores, and Google for language translations, analytics, and geolocation [21]. Therefore, to obtain the dataset for this research, we utilized the Google data scraper.

In order to gather this data, it is imperative to conduct a review of user feedback on an online investment application available on the Google Play Store. This process involves analyzing user
reviews to categorize them as either positive or negative, enabling the assessment and comparison of accuracy across various online investment applications [22]. The APIs offered by Google-Play-Scraper allow effortless crawling of the Google Play Store for Python, eliminating the need for external dependencies. Specifically, we gathered a dataset based on Instagram social media application reviews and ratings from the Google Play Store, consisting of 1500 reviews filtered by the English language and sorted by relevance. During the data preprocessing stage, several steps were undertaken to clean and prepare the data for analysis. This included text normalization to ensure consistency in language usage, tokenization to break down text into individual words or phrases, and handling noise or outliers to remove irrelevant or misleading data points. Additionally, any duplicate entries or irrelevant information were filtered out to enhance the dataset's quality and reliability for subsequent analysis.

![Figure 2. Dataset](image)

### 3.2. Preprocessing Dataset

Data preprocessing involves performing various operations on data before extracting information and values, as well as after data ingestion, to enhance data quality and make it suitable for use by algorithms. These operations, categorized in different ways as shown in Figure 1, the goal is to attain different data quality attributes like precision, objectivity, comprehensiveness, and traceability [23].

1. **Select Required Columns Only:** The first step in preprocessing involves selecting the columns (attributes) that are relevant to the analysis or model. This typically includes the review text and any additional metadata that may provide context or valuable information.

2. **Select only Positive and Negative Reviews:** To focus on sentiment analysis, it is essential to filter the dataset to include only the reviews labeled as positive and negative. Neutral or other categories are excluded to streamline the analysis and ensure clarity in sentiment interpretation.

![Figure 3. Sentiment Dataset](image)

3. **Attribute and Labels:** Defining attributes (features) and labels (target variable) is crucial for building a sentiment analysis model. Attributes usually include the review text, while labels represent the sentiment expressed in the text (positive/negative). This step establishes the groundwork for training and evaluating the model.
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4. Train Test Split: In order to assess the sentiment analysis model's performance, the dataset undergoes division into training and testing sets. The training set is employed for model training, while the testing set is utilized to evaluate its effectiveness on new and unseen data. This ensures that the model generalizes well to new data.

5. Getting required labels only and encoding: Extracting the required sentiment labels from the dataset and encoding them into numerical values is necessary for modeling. For example, sentiments such as "positive" and "negative" can be encoded as numerical values (e.g., 1 and -1, respectively). This encoding facilitates the training of machine learning models.

6. Vectorizing a text corpus involves converting each text into a sequence of integers as handling noise, a crucial step in natural language processing tasks like text classification and sentiment analysis. This process enables machine learning algorithms to process textual data effectively by representing words as numerical values. Through techniques like tokenization and mapping words to integers, we transform a text corpus into a structured numerical format, facilitating the training and prediction processes in various natural language processing tasks.
7. Padding and storing converted sequences play a vital role in preparing textual data for deep learning models in natural language processing (NLP). These sequences, initially converted from text to integers, often vary in length. However, many deep learning models require fixed-length inputs. Padding adds zeros to ensure uniform sequence lengths, facilitating streamlined data processing during training and inference. Additionally, storing these sequences allows for efficient data management. Overall, these preprocessing steps are essential for effectively utilizing textual data in deep learning-based NLP applications.

3.3. Training

After the data has been preprocessed, the next stage is the training phase. Training is conducted using Long Short-Term Memory (LSTM), a specific type of Recurrent Neural Network (RNN) known for its proficiency in managing long-term dependencies. LSTM surpasses traditional RNNs by incorporating specialized mechanisms to retain information across extended sequences, thus overcoming issues such as vanishing gradients. While both RNN and LSTM exhibit a chain-like structure, LSTM distinguishes itself by employing multiple gates to precisely regulate the flow of information within each node. LSTM and its variations have showcased significant advantages in addressing problems associated with Long-Term Dependencies (TBED) [5].

The LSTM model architecture comprises several layers tailored to the task of sentiment analysis. Firstly, an embedding layer is utilized, followed by a spatial dropout layer, an LSTM layer, a dropout layer, and finally a dense layer. The embedding layer has an input dimension of vocab_size and an output dimension of embedding_vector_length. The LSTM layer, crucial for capturing sequential dependencies, consists of 50 units. To prevent overfitting, a dropout rate of 0.5 and a recurrent dropout rate of 0.5 are applied. Additionally, a dropout layer with a dropout rate of 0.2 is incorporated after the LSTM layer. The dense layer, responsible for generating the final sentiment prediction, utilizes the sigmoid activation function. The model is compiled with binary cross-entropy loss and optimized using the Adam optimizer. The model was trained using the model.fit function, which takes the padded sequences of training data (padded_sequence_train) and their corresponding review labels (review_labels_train[0]) as inputs. To monitor the model's performance, a validation split of 20% was specified. The model underwent training for 5 epochs with a batch size of 32, effectively optimizing its parameters to enhance its performance in sentiment analysis.

3.4. Evaluating

This sentiment analysis study emphasizes the critical role sentiment plays in human communication, which is often reflected in various forms such as comments on social media platforms, articles, and feedback [24]. Neural networks, including LSTM, are among the methods utilized for sentiment analysis. The evaluation of sentiment analysis models typically involves quantitative metrics such as accuracy, precision, recall, and F1-score, which are calculated based on the values of true positive (tp), true negative (tn), false positive (fp), and false negative (fn).

Accuracy measures the proportion of correctly identified instances among all instances identified. It's important to note that while accuracy can be high with low precision, aiming for both high accuracy and high precision ensures consistently precise results [25]. Precision quantifies the proportion of correct instances among all retrieved instances, while recall measures the proportion of correct instances among all correct instances.

\[
Accuracy = \frac{tp + tn}{tp + tn + fp + fn}
\]

In the context of sentiment analysis, accuracy indicates how well the model correctly identifies sentiments overall. Precision assesses the reliability of the model in correctly identifying positive and negative sentiments, while recall measures the model's ability to capture all instances of positive and negative sentiments accurately.

\[
Precision = \frac{tp}{tp + fp}
\]
Recall = \frac{tp}{tp + fn}

The F1-score, being the harmonic mean of precision and recall, provides a balanced measure of the model's performance. It's crucial to interpret these metrics together as they complement each other. A high F1-score indicates both high precision and recall, suggesting a well-performing sentiment analysis model.

\[
F1score = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]

Strengths of these metrics include their ability to provide quantitative measures of model performance, enabling comparison across different models or datasets. However, their limitations lie in their inability to capture nuances in sentiment analysis, such as sarcasm or ambiguity. In this study, the reported accuracy, precision, recall, and F1-score are 0.7777, 0.45, 0.089, and 0.15, respectively. These metrics indicate a moderate level of performance in sentiment analysis. Comparing these results with existing studies or benchmarks in the field would provide further insights into the model's efficacy.

3.5. Discussion of Results

The sentiment analysis conducted on Instagram app reviews provides valuable insights into user sentiments expressed within the platform. By analyzing the collected data, several key themes and patterns emerge, shedding light on users' experiences and perceptions of the Instagram application. One of the predominant themes identified in the reviews is user experience. Many users express their satisfaction with the app's user interface, features, and overall usability. Positive sentiments often revolve around seamless navigation, engaging content, and the convenience of interacting with the platform. Conversely, negative sentiments are also prevalent, particularly concerning technical issues and bugs. Numerous reviews highlight frustrations with app crashes, glitches, and performance issues, which adversely affect the user experience. These negative experiences often lead to dissatisfaction and may prompt users to voice their concerns publicly.

Additionally, users frequently express their opinions on desired features or improvements they hope to see in future updates. These suggestions provide valuable feedback to app developers, offering insights into user preferences and areas for enhancement to maintain user satisfaction and retention. In the Figure 7, the distribution of sentiments across the reviews varies, with negative sentiments generally outweighing positive ones. However, it's crucial to note that neutral sentiments also exist, representing users providing factual information without expressing strong opinions or sentiments. While analyzing the results, it's essential to address outliers or discrepancies that may impact the accuracy of the sentiment analysis. Extreme sentiments, inconsistencies between
expressed sentiments and predicted ones, and potential biases in the dataset are factors to consider when interpreting the findings.

Overall, this comprehensive analysis of Instagram app reviews offers valuable insights for app developers and marketers. By understanding user sentiments, identifying common pain points, and prioritizing feature enhancements, developers can enhance the app’s functionality, address user concerns, and ultimately improve the overall user experience on the platform.

4. CONCLUSION

In conclusion, this study underscores the efficacy of LSTM algorithms in analyzing sentiments within Instagram app reviews. The insights gleaned from this analysis offer valuable opportunities to enhance user experience and mitigate concerns. Moreover, the study underscores the pivotal role of sentiment analysis in informing app development and user engagement strategies. Future research avenues may explore the broader application of sentiment analysis across diverse social media platforms, elucidating its impact on user behavior and app performance. Additionally, ongoing advancements in deep learning techniques present promising avenues for refining sentiment analysis models, augmenting their accuracy, and bolstering their applicability in real-world contexts. Despite demonstrating the utility of LSTM algorithms in sentiment analysis, this study acknowledges inherent limitations such as dataset biases and constraints in generalizability to other social media platforms. Subsequent research endeavors may delve into alternative deep learning architectures, integrate domain-specific features, and conduct qualitative analyses to deepen understanding. Leveraging insights from sentiment analysis can catalyze enhancements in the Instagram user experience. Strategically prioritizing feature enhancements and addressing technical issues based on user feedback can amplify user engagement. Tailoring marketing strategies to user sentiments holds the potential to further drive engagement, while continuous monitoring facilitates adaptive product development, ensuring sustained relevance and competitiveness in the market.
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